
pre
pri

nt

To appear in 2022 IEEE International Symposium on Mixed and Augmented Reality (ISMAR)

Plausibility and Perception of Personalized Virtual Humans
between Virtual and Augmented Reality

Erik Wolf*
HCI Group

University of Würzburg

David Mal†
HCI Group

University of Würzburg

Viktor Frohnapfel‡
HCI Group

University of Würzburg

Nina Döllinger§

PIIS Group
University of Würzburg

Stephan Wenninger¶

Computer Graphics Group
TU Dortmund University

Mario Botsch||

Computer Graphics Group
TU Dortmund University

Marc Erich Latoschik**

HCI Group
University of Würzburg

Carolin Wienrich††

PIIS Group
University of Würzburg

Figure 1: The figure shows a virtual human within each of our three realized conditions. The left image shows the VR condition, the
middle one the video see-through AR condition, both taken from Varjo XR-3 HMD screen view. The right image shows a composition
of the optical see-through AR condition, originally realized by a Microsoft HoloLens 2 and captured by a DSLR camera.

ABSTRACT

This article investigates the effects of different XR displays on the
perception and plausibility of personalized virtual humans. We
compared immersive virtual reality (VR), video see-through aug-
mented reality (VST AR), and optical see-through AR (OST AR).
The personalized virtual alter egos were generated by state-of-the-art
photogrammetry methods. 42 participants were repeatedly exposed
to animated versions of their 3D-reconstructed virtual alter egos in
each of the three XR display conditions. The reconstructed virtual
alter egos were additionally modified in body weight for each repe-
tition. We show that the display types lead to different degrees of
incongruence between the renderings of the virtual humans and the
presentation of the respective environmental backgrounds, leading
to significant effects of perceived mismatches as part of a plausi-
bility measurement. The device-related effects were further partly
confirmed by subjective misestimations of the modified body weight
and the measured spatial presence. Here, the exceedingly incon-
gruent OST AR condition leads to the significantly highest weight
misestimations as well as to the lowest perceived spatial presence.
However, similar effects could not be confirmed for the affective
appraisal (i.e., humanness, eeriness, or attractiveness) of the virtual
humans, giving rise to the assumption that these factors might be
unrelated to each other.
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1 INTRODUCTION

Virtual representations of human beings, often called virtual humans,
virtual alter egos (when user-personalized), or avatars (when user-
controlled) [4], are integral to various mixed, augmented, and virtual
reality applications (MR, AR, VR – XR for short). Examples can be
found in various domains like mental health [34, 40], entertainment
[30, 61], and education [31, 46]. In the area of mental health, the
application of virtual humans for working on body perception in
directions like body weight management or body image intervention
is particularly promising [15, 16, 22, 59]. In this regard, an accurate
and plausible representation and perception of a virtual human is
beneficial [64]. Recent work has explored the use of personalized,
photorealistic virtual alter egos for this purpose with great success
[16, 56, 63]. However, not only the virtual human or virtual alter ego
itself but also the mediating display technology and the resulting
XR experience can influence the perception of a virtual human. For
example, Wolf et al. [67] recently compared perception of embodied
but non-personalized avatars between VR, video see-through AR
(VST AR), and optical see-through AR (OST AR) and revealed
significant perceptual differences in body weight estimations. It is a
crucial finding since already a wide variety of display systems (e.g.,
various VR or AR see-through HMDs, AR projectors, or CAVE-like
systems) are used in the research of body perception [66], and as
consumer technology advances rapidly, the heterogeneity is expected
to rise. While research on the perception between different types of
virtual humans themselves [5,18,32,38] or between desktop and VR
applications [18–20,45] have been studied intensively, investigations
between different XR display systems seem rather scarce and require
more attention [66].
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To address this gap, our work explores the plausibility and per-
ception of virtual alter egos between different XR display systems.
In our experiment, 42 participants observed their animated, person-
alized, photorealistic virtual alter ego in a controlled environment
using (1) a VR system, (2) a VST AR system, and (3) an OST AR
system (see Fig. 1). For elaborating on the display-specific percep-
tual differences recently discovered by Wolf et al. [67], the body
weight of the virtual alter ego was repeatedly changed while the
participants had to estimate it. After XR exposure, participants
judged the spatial presence felt during the XR experience and rated
the virtual alter ego’s appearance on further body perception-related
measures (i.e., virtual human plausibility and affective appraisal). In
the following, we define the characteristics of our display device-
specific XR experiences based on recently introduced novel theo-
retical models [27, 49, 65] and compare the results of our measures
between the experiences. We further explore the modification and
estimation of virtual humans’ body weight as a method for determin-
ing display-related differences in virtual human perception. Hence,
our work contributes first empirical data to the verification of the
theories, applies them to the important application field of virtual
human perception, and provides further understanding of different
XR experiences differ from each other.

2 RELATED WORK

2.1 Spatial Presence and Virtual Human Plausibility
Skarbez et al. [49] recently introduced a revised version of Milgram’s
reality-virtuality continuum [36] as a taxonomy for describing XR
experiences. While the initial version of Milgram related mainly to
the used visual display, the revised version extends the continuum
to all external senses and consists of the dimensions (1) immersion,
(2) coherence, and (3) extent of world knowledge.

(1) Immersion (or rather system immersion as defined by Slater
[50]) is determined by a system’s objective hardware device spec-
ifications. The user’s subjective reaction to a display’s degree of
immersion is the feeling of spatial presence (or place illusion) [49].
In other words, the higher the immersion of a display, the more
the user feels really being in a virtual environment [50]. Table 1
summarizes the specifications of our used devices.

(2) Coherence refers to the conformity of different sensory infor-
mation a user perceives during an XR experience. An example of our
displays is the realism coherence of the content, which differs sig-
nificantly between VR (rendered content and rendered environment)
and AR (rendered content and real environment) [49]. The user’s
subjective judgment of coherence leads to the feeling of plausibility
of the XR experience (or plausibility illusion) [47, 49].

(3) Extent of world knowledge describes the degree of reality a
system incorporates (e.g., by remodeled environments or see-through
functionality) into an XR experience [36]. The user’s subjective
reaction to world knowledge could be described as the user’s real-
world awareness [49]. Since our work focuses on immersion and
congruence, we consider Skarbez et al. [48] to control important
environmental cues influencing the world knowledge (e.g., constant
room-scale, physically plausible objects, similar lighting).

Table 1: The table compares the specifications of our HMDs used. The
Varjo XR-3 contains a separate display for the foveal area (27°×27°).

Varjo XR-3 HoloLens 2

Horizontal FoV 115° 43°
Vertical FoV 80° 29°
Foveal Res. 1920×1920 px, 70 PPD 1440×936 px, 30 PPD
Peripheral Res. 2880×2720 px, 30 PPD 1440×936 px, 30 PPD
Refresh Rate 90 Hz 60 Hz
Luminosity High Low
Transparency No Yes

An alternative theoretical model by Latoschik and Wienrich [27]
extends the first two dimensions of Skarbez et al. [49]. It similarly
centers on congruence but argues that all congruence activations
between cognitive, perceptual, and sensory layers (e.g., expecta-
tions, experiences, and habits) contribute to the plausibility of an
XR experience reflected in various XR-related qualia, such as spatial
presence. Therefore, device specification differences, like a larger
field of view (FoV) or a higher resolution, lead to a stronger device-
specific sensory congruence, while higher content transparency of
virtual objects would cause incongruence. The device-specific con-
gruencies impact the plausible generation of spatial cues and ul-
timately the XR qualia spatial presence. Mal et al. [33] further
elaborated on the plausibility of virtual humans and highlighted (1)
the virtual human’s appearance and behavior congruence, which de-
fines whether a virtual human appears and behaves plausibly within
the environment, and (2) the virtual human’s congruence with the
virtual environment, which defines whether the virtual human’s ap-
pearance and behavior are plausible in relation to the environment,
as two factors to consider.

For our study, we realized the VR and VST AR conditions by a
Varjo XR-3, while we used a HoloLens 2 for OST AR (see Table 1).
In all immersion-related properties except peripheral resolution, the
XR-3 can be considered to provide a higher device-specific con-
gruence, which leads in both introduced models to a higher spatial
presence. For the virtual human plausibility, we argue that the dif-
ferences between VR and AR are more crucial and expect that, for
example, a more congruent rendering of the content will lead to
a higher virtual human plausibility. With regard to the practical
relevance of the presented models, Wienrich et al. [65] also recently
highlighted spatial presence and plausibility as two major dimen-
sions for quantifying the overall quality of an XR experience. For
the practical application of XR in the areas like mental health, a high
overall quality of an XR experience has been introduced as a neces-
sary hygiene factor for achieving desired effects [64]. Therefore, we
consider spatial presence and plausibility as important factors for
our work and formulate the following research question:

RQ1: How do differently immersive and congruent displays affect
spatial presence and virtual human plausibility?

2.2 Virtual Human Perception
We examine the influence of different immersive and congruent
displays on the virtual human perception-related measures of body
weight perception and affective appraisal. Following the introduced
theoretic model of Latoschik and Wienrich [27], the participants’
cognitive and perceptual experiences regarding a virtual human can
influence the interpretation of its plausibility and its perception.
Hence, the kind of virtual human presentation is crucial when mea-
suring virtual human perception. For example, the presentation of
a generic virtual human could lead to a subjective interpretation
regarding its generic appearance. To avoid participants’ subjective
interpretations and to achieve better comparability between display
conditions, it suggests using personalized virtual humans as stimuli.

In addition, the observation perspective on a virtual human can
affect its perception. For example, Neyret et al. [39] compared
the impact of the perspective on virtual human perception and em-
phasized the importance of a third-person presentation for a more
unbiased judgment. This includes the embodiment, which involves
a change of observational perspective of a virtual human and implic-
itly manipulates its assessment. Recent work showed, for example,
that the embodiment of a generic virtual human can lead to an al-
tered body weight perception [68] or recognition of body weight
changes [25]. Using embodied avatars could further lead to an un-
controlled exposition with the avatar, as the observation perspective
on the body changes according to the participants’ movements, lead-
ing to highly individual impressions. Here, prior work has clearly
highlighted the importance of providing a holistic picture of the body
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in body perception research [13,58]. Hence, to keep the presentation
of virtual humans as stable as possible, it suggests presenting them
from a third-person perspective without embodiment as various prior
works did [22, 42, 56–58]. Through the use of non-embodied vir-
tual alter egos, we expect to decrease interindividual differences in
body weight perception by providing all participants a controlled
reference template for their judgments [12].

2.2.1 Body Weight Perception

Applications in the area of mental health like body image inter-
ventions can benefit greatly from the use of virtual humans in
XR [16, 22, 59]. They also show huge potential in the research
of body perception [55]. We further suggest that body weight es-
timates can also serve as a measure for evaluating display-specific
perceptual differences. Wolf et al. [66] recently summarized that sys-
tems used in body weight perception-related works differed widely
in their implementation, including the display type and the con-
veyed XR experience and raised the question of whether a system’s
implementation might influence results of investigations and their
interpretation. Indeed, prior work compared body perception of a
photorealistic but generic embodied virtual human between a VR,
a VST AR, and an OST AR display and found highly significant
differences of up to 8.5% in body weight estimations between the
display conditions [67]. What appears to be a disadvantage in the
practical application of XR in the area of mental health, namely
system-related differences, may prove to be advantageous when
investigating the effects of different display types on the perception
of virtual humans. Therefore, we are investigating the use of body
weight estimates in this direction and formulating the following
research question for our work:

RQ2: How do differently immersive and congruent displays affect
the perception of a virtual alter ego’s body weight?

2.2.2 Affective Appraisal

Another part of the virtual human perception to be considered is their
affective appraisal, especially regarding the so-called uncanny valley
effect [37]. The effect describes the paradoxical reaction that the
perception of a virtual human changes from pleasantness to eeriness
as soon as the virtual human’s appearance approaches but does not
fully reach a convincing human-like appearance [38]. The feeling of
uncanniness towards a virtual person is thereby determined by its
human likeness and the affinity towards its observer. Since our and
similar work [16] implements photorealistic and personalized virtual
alter egos, which should be fairly close to a human-like appearance,
the question arises whether the differences between our XR expe-
riences and their presumed effects on the congruence of the virtual
alter ego could also influence its affective appraisal. While there has
been a great deal of research on different types of virtual humans
(e.g., depending on their anthropomorphism [8, 32], reconstruction
method [5], stylism [18, 19], and many more) presented by the same
display type, there seems to be far less research on effects triggered
by differently immersive displays and incongruent presentations. In
a work comparing the perception of virtual humans between desktop
and VR, Roth and Wienrich [45] could not find differences in the
uncanny valley relevant measures of humanness, attractiveness, and
eeriness [21]. Hepperle et al. [19] found that an uncanny valley
effect is more likely to appear in VR than on a desktop screen by
employing a similar comparison. However, they could only find
greater differences for virtual humans judged to be within the un-
canny valley. To our knowledge, there is no work comparing the
affective appraisal of virtual humans regarding the uncanny valley
between a VR, an VST AR, and an OST AR display. Hence, we are
formulating the following research question:

RQ3: How do differently immersive and congruent displays affect
the affective appraisal of a virtual alter ego?

3 METHOD

A detailed ethics proposal following the Declaration of Helsinki was
submitted to the ethics committee of the Institute Human-Computer-
Media (MCM) of the University of Würzburg and found to be ethi-
cally unobjectionable. During the acquisition and evaluation process
of the study, freely available support offers from the Anorexia Ner-
vosa and Associated Disorders organization (ANAD) were explicitly
highlighted in case participants would feel uncomfortable regarding
their body weight after the study.

3.1 Participants
A total of 42 participants (23 female, 19 male) were recruited from
the university’s participant management system and either received
15 C or student credit points equal to the participation time. Indi-
viduals could not register if they (1) had no normal or corrected to
normal vision and hearing, (2) had less than ten years of experience
with the German language, (3) currently suffered from a diagnosed
mental, psychosomatic, or body weight disorder, or (4) had a known
sensitivity to simulator sickness. Additionally, one participant had
to be excluded after participation due to technical problems during
the experiment. 31 participants were students of the local university.
Eight of the participants had less than one hour of XR experience, 32
used XR for one to twenty hours, and two used XR already for more
than twenty hours. More descriptive data can be found in Table 2.

Table 2: The table shows age and body measurements of our sample.

Range M (SD)

Age 19 – 64 26.21 (10.03)
Body height (m) 1.56 – 1.91 1.73 (0.09)
Body weight (kg) 45.1 – 123.8 71.64 (18.28)
BMI 16.56 – 35.79 23.81 (3.42)

3.2 Experimental Task
The participants’ experimental task was to observe their previously
generated personalized virtual alter ego moving in the virtual envi-
ronment while sitting in a fixed position within the laboratory. The
observation phase consisted of nine cycles in which participants had
to judge the virtual alter ego concerning our measures explained
below. In each observation cycle, the virtual alter ego walked with a
different (modified) body weight about 1.2 m into the room, posed
from the front and both sides, and left the room again. Body weight
modifications ranged ±20%, split into 5% intervals, and were per-
formed in a counterbalanced manner. In total, the virtual alter ego
was visible for 32 s per cycle and provided a holistic picture of itself
during this time, as suggested by prior work [13, 16, 58].

3.3 Design
Our study followed a 3×1 within-subjects design with display type
being the independent variable. Hence, each participant performed
the experimental task using the VR, VST AR, and OST AR display.
The order was counterbalanced. As dependent variables, we captured
the participants’ feeling of spatial presence, perceived virtual human
plausibility, body weight perception, and affective appraisal. On
an exploratory basis and without prior hypotheses, we investigated
the influence of the performed body weight modifications and the
participants’ gender on body weight perception. Additionally, we
monitored simulator sickness-related symptoms before and after
exposure. The operationalization of the variables will be explained
below.

3.4 Measures
Spatial Presence We used the ITC-Sense of Presence Inven-

tory (ITC-SOPI) [28] to test whether and to what extent our manip-
ulation of the display type affected participants’ feeling for spatial

3



pre
pri

nt

To appear in 2022 IEEE International Symposium on Mixed and Augmented Reality (ISMAR)

presence. The questionnaire was developed to capture differences
cross-media and consists of four presence-related sub-dimensions,
from which we only took spatial presence (SP). The averaged scores
were taken from 19 items and range from 1 to 5 (5 = highest SP).

Virtual Human Plausibility We assessed the presented virtual
alter egos’ plausibility using the Virtual Human Plausibility Ques-
tionnaire (VHPQ) [33]. It captures (1) the virtual humans’ appear-
ance and behavior plausibility (ABP) and (2) the virtual humans’
match to the virtual environment (MVE) using 11 different items,
which are all rated on a scale from 1 to 7 (7 = highest plausibility).

Affective Appraisal We measured the participants’ affective
appraisal of the virtual alter ego using the revised version of the Un-
canny Valley Index (UVI) [21]. It includes the three sub-dimensions
of humanness (H), eeriness (E), and attractiveness (A). The scales
examine anthropomorphic properties of the virtual alter ego and
range from 1 to 7 (7 = highest H, E, A).

Body Weight Perception Our body weight estimations fol-
lowed the idea of prior work [16, 66–68] and served as the oper-
ationalization of participants’ perception of the virtual alter egos’
body weight. Participants had to numerically estimate the presented
virtual alter ego’s body weight in kg in each observation cycle.
We used the estimations to calculate the misestimation M for each
body weight modification as M = e−p

p , where e is the estimated
body weight, and p is the presented body weight. A negative value
states an underestimation of the body weight and a positive value
an overestimation. Based on the misestimations M, we calculated
the average body weight misestimation (BWM) M = 1

n ∑
n
k=1 Mk

over all observation cycles n. As an indicator of the difficulty and
uncertainty of participants’ individual body weight estimations, we
further calculated the average percentage of absolute misestimation
as A = 1

n ∑
n
k=1 |Mk|.

3.4.1 Simulator Sickness

To control whether our used displays systematically provoked sim-
ulator sickness (e.g., by latency of the VST cameras or general
latency jitter [53, 54]), we captured whether and to what extent
participants experienced simulator sickness-associated symptoms.
Participants assessed the 16 items of the Simulator Sickness Ques-
tionnaire (SSQ) [6, 26] before performing the first condition of the
study and after the last one. The total score of the questionnaire
ranges from 0 to 235.62 (236 = strongest simulator sickness). An
increase in the score by 20 between a pre- and post-measurement
indicates the occurrence of simulator sickness [51].

3.5 Apparatus
3.5.1 Hard- and Software

The virtual environment was implemented using Unity version
2020.3.11f1 [60]. It ran on a powerful workstation that consisted
of an Intel Core i7-9700K CPU, a NVIDIA GeForce RTX 2080 Ti,
and 32 GB RAM. We further provided participants with an ordinary
office workstation equipped with keyboard, mouse, and 24-inch
LCD screen, which they used to answer questionnaires outside of
XR presented using LimeSurvey 4 [29].

VR and VST AR Our study’s VR and VST AR conditions were
realized using a Varjo XR-3 HMD [62]. The technical specification
of the display can be found in Table 1, left. The absolute position of
the HMD was tracked by four SteamVR Base Stations 2.0. In the
VST AR display mode, the real environment was captured by two
12 Mpx VST low latency cameras running at 90 Hz. According to
the manufacturer, the recorded content is displayed on the HMD with
a latency of < 20ms. Since this low latency is achieved by using
hardware-accelerated integration on the device directly, we could not
verify the latency using trivial latency measurement methods [52,54].

To integrate the XR-3 into our application, we used Varjo’s Unity
XR plugin 1 in conjunction with Varjo Base, both in version 3.2.0.

OST AR The OST AR condition of our study was realized
using a Microsoft HoloLens 2 [35]. The technical specification of
the display can be found in Table 1, right. The absolute position was
tracked using the built-in inside-out tracking. In our evaluation, the
HoloLens 2 was connected via 100 MBit/s ethernet to the previously
mentioned high-end PC used to render the content via Holographic
Remoting. For integrating the HoloLens 2 into our application, we
used Microsoft’s Mixed Reality Toolkit (MRTK) 2 in version 2.7.0.

3.5.2 Environment
To keep the extent of world knowledge on our dependent variables
across VR and AR as constant as possible, we aimed for a virtual
environment similar to the real environment in the VR condition [48].
To this end, we created a 3D model of the real-world laboratory
in which the experiment was conducted (see Fig. 1). To ensure
that the virtual and real environments were properly aligned, an
environmental calibration using a predefined anchor point in both
environments was performed by putting the HMD on this point. In
both the virtual and real environment, we left the laboratory door
open during the study, allowing the virtual alter ego to leave the
room during a weight change to increase the overall plausibility. By
masking the room’s door in the aligned virtual environment as a pass-
through object3, we could realize that the real door also occluded the
virtual alter ego in the AR conditions. Since the experimenter, who
was also positioned in the laboratory during the study, could have
been observed in the AR conditions, we concealed him and the used
PC with two fabric walls. In consequence, participants could only
see the static objects of the environment. While the whole virtual
environment was rendered in the VR condition, only the virtual alter
ego was shown in the AR conditions (see Fig. 1).

3.5.3 Virtual Alter Ego
Generation To generate the personalized virtual counterpart

of the participants, we use the method proposed by Achenbach et
al. [1]. A custom-built multi-DSLR-camera setup (see Bartl at al. [5],
Figure 1, top) produces the input images for a multi-view stereo
reconstruction step resulting in a dense point cloud of the scanned
subject. Pose and shape parameters of a statistical model of human
shape variation are optimized to fit the scanner data. A final non-
rigid deformation step ensures a closer match to the scanner data, as
the statistical model parameters alone cannot completely explain the
observation. The model is based on a fully rigged template mesh
from the Autodesk Character Generator [3], resulting in a virtual
alter ego fully compatible with the common XR engines like Unity.

Animation We imported the generated virtual alter egos into
Unity using a custom FBX-based runtime loader. It automatically
generates a fully rigged, humanoid virtual character object immedi-
ately ready for animation. During our study, the virtual alter egos
were animated using Unity’s built-in character animation system
playing pre-recorded humanoid animations. The animations were
recorded using the system of Wolf et al. [66]. By using FinalIK’s
Humanoid Baker [44], the movements were created directly as Unity-
compatible animations.

Modification For modifying the body weight of the virtual alter
ego at runtime, we follow the method described by Döllinger et
al. [16]. They build a model of human shape variation based on
Principal Component Analysis (PCA) by non-rigidly registering a
template mesh to a subset of the CAESAR database [43], which con-
sists of 3D scans with corresponding anthropometric measurements.

1https://github.com/varjocom/VarjoUnityXRPlugin
2https://github.com/microsoft/MixedRealityToolkit-Unity
3https://developer.varjo.com/docs/unity-xr-sdk/masking-with-varjo-xr-plugin
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Figure 2: The figure shows an exemplary generated virtual alter ego
with modified body weight of BMI = 22 (left) and BMI = 32 (right) on
the same pose within our virtual environment.

Learning the correlation between the measurements and the PCA
subspace allows expressing the desired change in body weight as a
change in the subspace, which can be used to reconstruct a modified
mesh for the virtual alter ego. Improving on similar approaches
for body weight modification of virtual alter egos [42], Döllinger
et al. [16] additionally keep a small area of the face region fixed to
preserve the virtual alter ego’s identity better. Fig. 2 compares an
exemplary generated virtual alter ego with a modified body weight.

3.6 Hypotheses

Considering the above-presented literature and the concrete imple-
mentation of our experimental conditions, we formulate operational-
ized hypotheses for each of our variables. As detailed in the last
paragraph of Sect. 2.1, we expect for spatial presence and avatar
plausibility (RQ1) that our VR and VST AR (using the XR-3) condi-
tions have a similar degree of immersion while the OST AR (using
the HoloLens 2) provides a lower degree of immersion. We further
expect the VR display to provide a more congruent experience than
both of our AR displays. Supported by empirical works comparing
the feeling of presence between different XR experiences [9, 14, 63],
we propose the following operationalized hypotheses:

H1.1: Participants will report a higher ITC-SOPI SP score when
using the more immersive VR and VST AR displays than
when using the less immersive OST AR display.

H1.2: Participants will report no different VHPQ ABP scores when
using the VR, VST AR, and OST AR display.

H1.3: Participants will report a higher VHPQ MVE score when
using the more congruent display (VR) than when using the
less congruent ones (VST AR and OST AR).

As highlighted in Sect. 2.2.1, we presume for body weight per-
ception (RQ2) an influence of the display used based on previous
work [66, 67] and formulate the following undirected hypothesis:

H2.1: Participants’ body weight misestimations M of the observed
virtual alter egos will differ between the used VR, VST AR,
and OST AR displays.

Following our argumentation in Sect. 2.2.2, we formulate for
the affective appraisal of the virtual alter egos (RQ3) our hypothe-
sis based on the performed comparisons between desktop and VR
systems [19, 45] and expect:

H3.1: Participants will report no different UVI H scores when
using the VR, VST AR, and OST AR display.

H3.2: Participants will report no different UVI A scores when
using the VR, VST AR, and OST AR display.

H3.3: Participants will report no different UVI E scores when using
the VR, VST AR, and OST AR display.

3.7 Procedure
Our study followed the procedure visualized in Fig. 3. It was divided
into a body scan and exposure session, which were performed on
two different appointments. The time between the two sessions
ranged from 10 minutes to a maximum of seven days. If the sessions
were performed on two different days, participants were asked to
wear the same clothing for both sessions.

In the body scan session, participants were first informed
about the local COVID-19 regulations, received information about
the scans process, gave their consent, and generated a personal
pseudonymization code to store the captured data. Afterwards, par-
ticipants answered demographic questions and further questions
about their prior VR and AR experiences. Lastly, the experimenter
measured the participant’s body height and body weight and per-
formed the body scan as explained in Sect. 3.5.3 without shoes. The
whole body scan session took on average 23 min.

In the exposure session, participants first received information
about the following exposure, gave their consent, generated a per-
sonal pseudonymization code for storing the data collected during
the study and answered the pre-SSQ. Afterwards, the exposure
phase for each display type followed in a counterbalanced order.
The experimenter explained the corresponding HMD, made sure
the participants wore it correctly, and started a test sequence that
presented all relevant information using pre-recorded audio and text
instructions. It further triggered the animations and body weight
modifications of the virtual alter ego. Participants performed the
experimental task explained in Sect. 3.2. Hence, they estimated
the body weight nine times and answered the ITC-SOPI, UVI, and
VHPQ directly afterwards. After finishing all three conditions, the
participants answered the post-SSQ and could leave further com-
ments on their body weight estimation strategy and the study itself.
The entire exposure session took on average 58 min.

Body Scan Session

Exposure Session

Body Measurements

Post-SSQ

Body Scan2

VR, VST AR, OST AR Exposition

Experimental Task9

Eye Test

Demographics

Information and Consent

3

ITC-SOPI

UVIPre-SSQ

VR, VST AR, OST AR Exposition

Information and Consent

Closure

VHPQ

Fitting

Figure 3: The figure shows the experimental procedure of our study.
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Table 3: The table shows the descriptive values together with the test statistics for each measurement compared between the different display
types. Single-asterisks indicate significant and double-asterisks highly significant p-values.

VR VST AR OST AR

Range M (SD) M (SD) M (SD) Test statistics

ITC-SOPI SP [1 – 5] 2.58 (0.65) 2.61 (0.64) 2.38 (0.68) F(1.583,82) = 3.768, p = .038,η2
p = 0.084∗

VHPQ ABP [1 – 7] 5.23 (0.80) 5.13 (0.77) 4.93 (0.87) χ2(2) = 3.768, p = .152,W = 0.045
VHPQ MVE [1 – 7] 5.82 (0.78) 5.26 (0.98) 4.81 (1.21) χ2(2) = 21.319, p < .001,W = 0.254∗∗

BWM M -0.11 (4.86) -0.20 (6.05) 2.06 (5.08) F(2,82) = 9.956, p < .001,η2
p = 0.195∗∗

UVI H [1 – 7] 3.61 (1.17) 3.45 (1.11) 3.35 (1.15) F(1.575,82) = 2.646, p = .091,η2
p = 0.061

UVI A [1 – 7] 4.53 (0.87) 4.49 (0.86) 4.55 (0.89) F(1.540,82) = 0.452, p = .587,η2
p = 0.011

UVI E [1 – 7] 3.61 (0.78) 3.57 (0.82) 3.60 (0.75) F(1.592,82) = 0.127, p = .834,η2
p = 0.003

4 RESULTS

The statistical analysis of our data was performed using SPSS ver-
sion 27.0.1.0 [24]. Before comparing our conditions, we performed
tests for normality and sphericity of our dependent variables to check
whether the prerequisites for parametric testing were met. While
normality and sphericity were given for BWM M, the assumption
of sphericity was violated for ITC-SOPI SP, UVI H, UVI A, and
UVI E. For each of the priorly mentioned variables, we calculated a
repeated-measures ANOVA using Greenhouse–Geisser adjustment
where necessary to test for differences between our three groups.
Due to a violation of normality, we calculated a Friedman-test for
each of ITC-SOPI EVN, VHB ABP, and VHB MVE. For all vari-
ables discovering significant differences between groups, we decided
to calculate separate post-hoc tests. All tests were performed against
an α of .05. For directed hypotheses we calculated one-sided tests,
for undirected two-sided tests [17]. The descriptive values and the
statistical tests of the comparisons are summarized in Table 3. Any
calculated post-hoc tests or further exploratory analyses can be found
in the corresponding sections of the measurements below. On an
exploratory basis, we examined differences between gender and VR
experience for all measures and found no significant differences.

4.1 Spatial Presence and Plausibility
Confirming hypothesis H1.1, the comparison of ITC-SOPI SP data
showed significant differences between our conditions. The per-
formed one-tailed paired-sample post-hoc t-tests revealed signif-
icant differences between VR and OST AR, t(41) = 1.80, p =
.040,dz = 0.28, and between VST AR and OST AR, t(41) =
2.66, p = .006,dz = 0.41. No significant difference was found in a
two-tailed comparison between VR and VST AR, t(41) = 0.42, p =
.676,dz = 0.06. All results for spatial presence and plausibility are
shown in Fig. 4.

1

2

3

4

5

ITC-SOPI SP

Sc
or

e

VR VST AR OST AR

1

2

3

4

5

6

7

VHPQ ABP VHPQ MVE

.676

.040*

.006*

.005*

<.001**

.114

Figure 4: The chart shows the ITC-SOPI and the VHPQ scores
for each condition. Error bars represent 95 % confidence intervals.
Single-asterisks indicate significant and double-asterisks highly signif-
icant p-values.

In line with our hypothesis H1.2, the calculated comparison of
the VHPQ ABP data showed no significant differences between our
conditions (see Table 3). Hence, we calculated no post-hoc tests.

Confirming hypothesis H1.3, the calculated comparison of the
VHPQ MVE data showed significant differences between our con-
ditions. Pairwise one-tailed post-hoc comparisons using Dunn’s
test revealed significant differences between VR and VST AR,
z = 2.56, p = .005,r = 0.40, and between VR and OST AR, z =
4.15, p < .001,r = 0.64. No significant difference was found in a
two-tailed comparison between VST AR and OST AR, z= 1.58, p=
.114,r = 0.24.

4.2 Body Weight Perception
Regarding our hypothesis H2.1, the calculated comparison of the
participants’ misestimations of their virtual alter ego’s body weight
(M) showed significant differences between our conditions. The
calculated two-tailed paired-sample post-hoc t-tests revealed no sig-
nificant differences between VR and VST AR, t(41) = 0.17, p =
.865,dz = 0.03, but between VR and OST AR, t(41) = 3.63, p <
.001,dz = 0.56, and between VST AR and OST AR, t(41) =
3.67, p < .001,dz = 0.57. As we found no significant differences
between VR and VST AR, we did not accept our hypothesis H2.1.
A further calculated post-hoc t-test showed that body weight esti-
mations differed significantly from zero in the OST AR condition,
t(41) = 2.62, p = 0.012,d = 0.40.

On an exploratory basis, we further investigated the body weight
misestimations M with regard to the performed body weight modi-
fications and gender differences. To this end, we added the modifi-
cation level (±20% in 5% intervals) as a within-subject factor and
gender (female and male) as a between-subject factor to the repeated
measures ANOVA calculated for H3.1. Test results showed no sig-
nificant main effect for the modification level, F(8,320) = 1.33, p =
.230 (see Fig. 5). With regard to gender differences, no significant

-5
-4
-3
-2
-1
0
1
2
3
4
5

-20 -15 -10 -5 0 5 10 15 20

M
 in

 %

Body Weight Modification in %

VR VST AR OST AR

Figure 5: The chart shows the body weight misestimations M depend-
ing on the performed body weight modification of the virtual alter ego
for each condition.
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Figure 6: The chart shows the absolute body weight misestimations A
depending on the performed body weight modification of the virtual
alter ego for each condition.

main effect was found, F(1,40) = 0.51, p = .638. Furthermore, no
significant interaction effects were found within the entire model.

In addition, we explored absolute body weight misestimations A
with regard to the performed body weight modification and gender
differences. Following the exploration approach of M, we calculated
a repeated-measures ANOVA with the within-subject factors display
type (VR, VST AR, and OST AR) and modification level (±20%
in 5% intervals) and the between-subject factor gender (female and
male). Results showed no significant main effect for display type,
F(2,80) = 2.05, p = .135, but a significant main effect for the mod-
ification level, F(8,328) = 8.65, p < .001 (see Fig. 6). With re-
gard to gender differences, no significant main effect was found,
F(1,40) = 0.34, p = .562. Furthermore, no significant interaction
effects were found within the entire model.

To further explore the significant differences between modifica-
tion levels, we averaged the absolute body weight misestimations
A across the display type and split the modification levels in a high
negative modification group (−10%,−15%,−20%), a low modifica-
tion group (+5%,0%,−5%), and a high positive modification group
(+20%,+15%,+10%). The calculated two-tailed paired-sample
post-hoc t-tests revealed significant differences between the high
negative modification (M = 8.13,SD = 4.07) and the low modifi-
cation group (M = 5.02,SD = 2.43), t(41) = 5.57, p < .001, and
between the high negative modification and the high positive mod-
ification group (M = 6.03,SD = 3.44), t(41) = 2.60, p = .013, but
not between the low modification and the high positive modification
group, t(41) = 1.89, p = .066.

4.3 Affective Appraisal

In line with H2.1, H2.2, and H2.3 on the affective appraisal of the vir-
tual alter egos, we could not find significant differences between VR,
VST AR, and OST AR for the virtual alter egos’ humanness (H2.1),
attractiveness (H2.2), and eeriness (H2.3). Hence, we calculated no
post-hoc tests.

4.4 Simulator Sickness

To control the influence of our different XR displays on simula-
tor sickness-related symptoms, we compared SSQ pre- and post-
measurements (descriptive values in Table 2) using a two-tailed
Wilcoxon signed-rank test as the normality pre-requirement for
parametric testing was violated. The SSQ ratings did differ sig-
nificantly between pre-measurement (M = 11.30,SD = 15.85) and
post-measurement (M = 16.56,SD = 17.27), Z = 2.61, p = .009.
However, the observed increase in SSQ scores of 5.26, as well as
the absolute post-SSQ score, were below the 20 points indication
threshold for the occurrence of simulator sickness [51].

5 DISCUSSION

5.1 Spatial Presence and Virtual Human Plausibility

Our study presented participants a content-like XR experience using
three different displays. While the VR and VST AR experience was
realized using a Varjo XR-3, we used a Microsoft HoloLens 2 for the
AR OST experience. We assumed that the device with a potentially
higher level of immersion (XR-3) would also induce a higher spatial
presence (H1.1). Our results fully confirm our assumption since
we showed a significantly higher spatial presence for VR and VST
VR than for OST AR, but no differences between VR and VST AR.
However, when comparing our results to similar prior work, it does
not seem to be necessarily the case that the same device provides a
similar level of spatial presence in VR and VST AR mode. In Wolf
et al. [66], the researchers used an HTC Vive Pro for both conditions
and reported a significantly higher spatial presence for VR than for
VST AR. A explanation could be the quality of the video see-through
implementation. While the XR-3 uses two high-resolution and low-
latency see-through RGB cameras (12 Mpx, 90 Hz), the Vive Pro
has a lower resolution and refresh rate (0.3 Mpx, 60 Hz). Hence,
the technical implementation of the see-through functionality might
affect the spatial presence a device provides regardless its display
properties. This shows that determining the degree of immersion of
a multi-XR device is not straightforward. Therefore, the concept of
device-specific congruence [27] should continue to be specified and
operationalized as an extension of immersion.

By using the VHPQ, we confirmed our hypothesis H1.2 and found
no significant differences in the virtual alter ego’s appearance and
behavior plausibility. It suggests that the incongruence of having
a rendered virtual alter ego within a real environment not clearly
affects the internal consistency of a virtual alter ego’s appearance
and behavior. We further could confirm our hypothesis H1.3 by
showing a significant impact of the virtual alter ego’s match to the
virtual environment between our VR and AR conditions. Hence, the
priorly described mismatch in rendering realism is likely to affect
the alter ego’s plausibility. In VR, the congruence between the gen-
eration of virtual human and environment (both synthetic) resulted
in a higher avatar plausibility, while the higher incongruence in the
AR conditions (synthetic avatar vs. captured environment) led to
a significant lower avatar plausibility. Considering the descriptive
differences between VST AR and OST AR, we even assume that
device-specific congruencies (captured environment vs. real environ-
ment) could have impacted the avatar plausibility. However, there
was no significant statistical difference.

To summarize on RQ1, we can fully confirm our previous as-
sumptions about the influence of different congruencies on spatial
presence and avatar plausibility. Thus, we also can confirm the re-
spective parts of Latoschik and Wienrich’s novel theoretical model.
Our results further are in line with Skarbez et al.’s [49] recently in-
troduced taxonomy for describing XR experiences. However, during
our study design, we noted that an update and revalidation of relevant
measurement tools in line with recently updated concepts [27,49,65],
like Mal et al. [33] already did for avatar plausibility, seems timely.
Here, it seems worth considering the work of Brühbach et al. [7],
which was published after the conception of our study.

5.2 Virtual Human Perception

5.2.1 Body Weight Perception

Although we could not fully confirm our initial hypothesis H2.1, our
results on body weight perception have various valuable implica-
tions. We could confirm prior findings of Wolf et al. [67] and show
significant differences between VR and VST AR in comparison to
OST AR. While our initial hypothesis was formulated under the
assumption that both the displays’ immersion and the provided con-
gruence of the XR experience might impact body weight perception,
our findings point to immersion as the main moderator. Our work
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and Wolf et al. [67] found significant differences between the used
HMD devices (here XR-3 vs. HoloLens 2 and in Wolf et al. Vive
Pro vs. HoloLens 2). It suggests that explicitly hardware-specific
factors (e.g., built-in lenses, FoV, resolution of the display and its
luminosity, or transparency of the rendered content) contribute to
the differences in perception. Adams et al. [2] suggested similar
as they found differences in distance perception between XR-3 and
HoloLens 2. It raises the question of whether distorted distance
perception might lead to a distorted body weight perception. Future
research needs to address this question.

Exploring body weight perception regarding the performed body
weight modification and gender provided further valuable insights.
First, we showed that the body weight modification of the virtual
alter ego had no significant effect on the estimators’ body weight
misestimations M. This is in line with Wolf et al. [68], who showed
a significant moderation of body weight misestimations by the body
weight difference between estimator and avatar only when the esti-
mator embodied the avatar. Therefore, we consider our decision not
to employ full-body illusions to be justified.

Second, while we observed differences in body weight misesti-
mations M (averaging over- and underestimations across all nine
modifications) between displays, we could not find differences in the
absolute body weight misestimations A (considering only the abso-
lute magnitude per misestimations). In other words, the inaccuracy
of individual estimations appears constant between displays, whereas
the overall impression of body weight seems to differ. Hence, we
assume that display-related body weight misperceptions are unlikely
dependent on the stimulus’s body weight (modification).

Third, the absolute body weight misestimations A follow a pattern
independent of the used display, as they become descriptively less
accurate with increasing body weight deviation between stimulus
and observer. This observation is consistent with the theory of
contraction bias [11, 12], which states that body weight estimates
are the most accurate around a subjective mental reference model of
a body. For personalized, photorealistic virtual alter egos, it could
be the own body since estimates are most accurate around there.
Considering Weber’s Law [12], which assumes that changes in body
weight are more difficult to detect when body weight increases, it is
surprising that the contraction bias is significantly more pronounced
in the case of a negative body weight modification.

Fourth, we showed no significant gender differences in the body
weight estimations. Prior work repeatedly reported gender differ-
ences generally [10, 23, 41] but also in the context of virtual alter
egos [57]. As the prior work often refers to samples with eating- or
body weight disorders, we attribute the differences to our sample.

5.2.2 Affective Appraisal

Regarding the affective appraisal of the virtual alter egos depending
on our differently immersive and congruent XR experiences, we con-
firm our hypotheses H3.1, H3.2, and H3.3. Although the expected
manipulation of the spatial presence of the XR experience and the
plausibility of the virtual alter ego was successful, we found no influ-
ence of the manipulation on the perceived humanness, attractiveness,
and eeriness. Therefore, we assume that the differences in immer-
sion and congruence between our XR experiences are unlikely to
affect the affective appraisal of our virtual alter egos. These results
are not unexpected since previous work has found no differences be-
tween even more differently immersive systems for virtual humans
perceived to be outside the uncanny valley [19]. When considering
the absolute judgments of affective appraisal in our study, especially
for uncanniness, we would not locate the perception of our virtual
alter ego in the uncanny valley. Nevertheless, our comparison offers
novel insights regarding the perception of virtual alter egos since
we are not aware of any other work investigating their affective
appraisal between differently congruent XR experiences. Further
research needs to confirm our findings.

5.3 Limitation and Future Work
Our work has several limitations that need to be addressed in future
work. First, we could confirm our assumptions regarding the virtual
alter ego’s match to the virtual environment between our conditions
(H1.2). However, since the avatar’s shadow was only rendered in
the VR conditions, we had a confound between VR and AR, which
was not directly due to the display type. Therefore, future work will
need to address the role of shadow casting in avatar plausibility.

Second, we controlled the extent of world knowledge as best as
possible between conditions. Nevertheless, there still were differ-
ences, such as the lack of a representation of the own body in VR
while it was visible in AR, that might have affected the congruence
of the XR experiences further. Future work should therefore include
the influence of the extent of world knowledge.

Third, we decided to use personalized virtual alter egos to control
for various factors influencing virtual human perception. However,
using alter egos instead of generic virtual humans may also impact
perception due to the individual’s body image. While it seems
almost impossible to control all possible influencing factors in a
single experimental design, future work should continue to address
the influence of personalization.

Fourth, we assessed the affective appraisal of the virtual alter ego
on the sub-dimensions of humanness, eeriness, and attractiveness
and found no differences between displays. However, the appraisal
of an experience is certainly not limited to these three factors but may
also include factors such as emotional response. Here, previous work
provides indications of differences in dependence on the display
technology used [63]. Hence, future work should also consider other
factors like the emotional appraisal.

Finally, we identified immersion-related factors as possible reason
causing differences in body weight perception but could not pinpoint
a specific factor with our device-based manipulation. Hence, our
results are bound to the properties of our tested devices (see Table 1).
Future work should investigate the influence of distinct properties
of immersion. Furthermore, it should be ruled out that immersion
affects body weight perception via differently pronounced distance
compression effects between different display devices.

6 CONTRIBUTION AND CONCLUSION

The rapid technical development of XR HMDs leads to a variety of
differently immersive and congruent XR experiences. As a conse-
quence, research faces the challenge that gained knowledge from
one kind of experience might not be transferable to another one.
Our work has addressed this challenge for the perception of virtual
humans. To the best of our knowledge, we are the first to explore
the plausibility and affective appraisal of virtual humans between
different XR experiences. Furthermore, we confirm assumptions that
body weight perception can be highly distorted between different
XR HMDs by adding a comprehensive study design addressing the
limitations of prior work. Hence, we suggest body weight percep-
tion as an interval scaled measure offering a nuanced perspective on
possible display distortion effects beyond item-based questionnaires
like those used for spatial presence and avatar plausibility. Although
we worked with virtual alter egos in our study, we expect that the
findings are largely transferable to the perception and plausibility of
virtual humans and avatars.
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